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Abstract

Catastrophic failure of dam structures has often led to severe consequences.

The colossal wave receding at a higher velocity from the sudden failure of the

dams may obliterate the downstream areas causing loss of lives and property

damage. Thus, proper mitigation measures and contingency plans must be for-

mulated beforehand to minimize the impact of such disasters. Consequently,

there has been a strong tendency to study dam breach flood modeling using

different approaches for both hypothetical dam breach scenarios and real inci-

dents. The technology used for dam breach studies is advancing and a compre-

hensive review of the existing methodologies would help the modelers in their

model development. This paper reviews the state-of-the-art methodologies uti-

lized in studies to propagate the dam break flood wave. Furthermore this

guides the selection of methods best suited considering the project-specific

requirements and the complexity of project to simulate the risk to the vulnera-

ble areas generated from the dam break flood flow. Different terrain datasets,

mesh generation techniques and calibration techniques have been adapted

and adhered to improve computational accuracy, stability and efficiency in

modeling dam break floods. The use of high-resolution global and site-specific

datasets, subgrid models, the choice of roughness coefficients and high-

resolution time steps have to be investigated thoroughly in these models. The

paper reviews the existing methodologies with the strengths and limitations

facilitating the future dam breach modelers to select the suitable approach in

dam break flood wave modeling.
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1 | INTRODUCTION

Dams have been constructed across rivers for water storage, flood control, hydroelectricity generation and recreational
purposes. Nevertheless, records of dam failures have been reported in many parts of the world, such as the failure of
St. Francis dam and Malpasset dam, causing colossal damage to the ecosystem, buildings, infrastructures, road network
systems and have affected thousands of lives. Furthermore, numerous dams all over the globe have nearly reached the
estimated design life drawing public attention to the safety of the dams in the recent past (Albu et al., 2020).

Floods due to dam breaks are the most catastrophic flash flood events recorded worldwide (Psomiadis et al., 2021)
compared with other precipitation runoff floods and second only to Tsunamis with the severity of impact and possibility
of warning and evacuation (Jonkman & Vrijling, 2008). In general, dam break floods are sudden and massive, in which
an uncontrolled, immense volume of water impounded by the dam structure will be mobilized at high speed within a
short duration. Usually, the magnitude of the flow greatly exceeds the expected runoff floods from rainfall and the
response time is remarkably shorter than for other precipitation-generated floods. In addition, dam failures introduce a
known volume of water at a point located in a stream network and are short-lived with a rapid variation of pressure
and velocity in both time and space (Carrivick, 2010), which significantly differentiate its devastating potential from
other floods. In Ozmen-Cagatay et al. (2022), dam breach floods are characterized hydraulically as unsteady, non-
uniform, nonlinear, and rapidly varied flow phenomena similar to a Tsunami. As a consequence, the momentum of the
developed dam breach flow would create a high impact force in the downstream areas.

The above discussions warrant a risk assessment of a dam break via modeling, an essential component of dam safety
programs supporting emergency response and risk management. Flood arrival time, flood velocity, peak flow discharge
and the water surface elevation in the floodplain along with the distribution of flood depth at downstream locations
routed in the floodplain (Figure 1) will be determined from the output of the dam break wave propagation modeling
studies which would facilitate developing hazard maps that highlights the area vulnerable or affected by the dam break
flow. In general, both the prediction of dam break hydrograph and the dam break flood routing are vital to quantify the
hazard and risk of dam failures, which guides the formulation of emergency action plans that specifies pre-planned
actions to minimize the impact to population and infrastructure (Bhandari, 2017; Zhong et al., 2019). The prediction of
dam break hydrograph has also been critically analyzed in literature which depends on various characteristics such as
material, geometry and capacity of dams and thus will not be discussed in this paper.

Accurate representation of the exact phenomenon of dam breach flow is challenging due to the complex and chaotic
nature of flooding which is associated with a higher uncertainty. However, having a better numerical solution using
the latest technology is the ultimate target of a hydrodynamic model. Besides, uncertainties exist in models which
might account for the variations between model predictions and observed or real-world data. Sources of uncertainties
are principally included in the design of the model itself (Bellos, Tsakiris, et al., 2020), considered parameters and input
data (Kim & Sanders, 2016). The underlying computational equations govern the model geometry in which Shallow
Water Equations are used for 1D and 2D models, whereas Reynolds Averaged Navier Stokes equations (RANS) are

FIGURE 1 Flood arrival time, peak flow discharge and water surface elevation at a location for a specific flood event (a) and water

depth distribution map in the downstream floodplain (b).
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mainly used for 3D models. Furthermore, the literature discusses different numerical discretization methods and
schemes that are employed in dam breach wave modeling associated with model geometries (Garcia-Navarro
et al., 1999; Gottardi & Venutelli, 2004; Luo et al., 2019; Macchione & Viggiani, 2004, March; Quecedo et al., 2005;
Robb & Vasquez, 2015; Shigematsu et al., 2004; Xanthopoulos & Koutitas, 2010; Yang et al., 2007). However, there
needs to be more guidance in the selection of parameters in developing a model to facilitate the routing of the dam-
break flood wave generated after the dam-break progression in the dam. Hence, this review paper is focused on the
selection of parameters and input data for 1D and 2D model geometries, such as underlying terrain data, mesh size,
boundary conditions, surface roughness and time step to reduce the uncertainty as exact representation is unrealistic in
hydraulic models. The parameters related to 3D hydrodynamic simulations will not be discussed as those models are
highly data intensive (Li et al., 2021) and computationally intensive (Zhang et al., 2018), thus, not frequently available
for researchers all around the globe. In fact, dam breach flood modeling for a particular dam is very case specific. Thus,
the parameters such as terrain, mesh size, boundary conditions, surface roughness and time step must be carefully ana-
lyzed in order to choose the most appropriate input data that could produce more reliable results. These factors have
also been shown to be critical when analyzing the recalculations of the major dam disasters; to name a few are; Vajont
dam disaster (Bosa & Petti, 2013), Gleno dam break (Pilotti et al., 2011), Saddle dam break of Xe-Pian Xe Nammoy res-
ervoir (Latrubesse et al., 2020) and Cancano dam failure (Pilotti et al., 2020).

In model development of dam breach wave modeling, terrain data were first input to the model as it defines the
characteristics of the land in which the flood flows and thus, terrain resolution is a critical parameter that influences
the accuracy of dam breach studies (Ongdas et al., 2020; Wang et al., 2016). Although high-resolution datasets are
encouraged in the literature for dam breach studies (Bornschein, 2018; Psomiadis et al., 2021), this paper comprehen-
sively reviews the terrain datasets used for dam breach models, which are available worldwide and site-specific. Subse-
quently, meshing will define the terrain characteristics in a particular grid space and the mesh generation plays a vital
role as the models are more sensitive to mesh resolution in complex terrains. Hence, this review critically analyses the
techniques by guiding the selection of the optimum meshing type that would help the modelers to optimize the simula-
tion time (Lakhlifi et al., 2018; Ongdas et al., 2020; Zhang et al., 2018). After that, boundary conditions discussed in the
literature that were used in defining the inflow and outflow characteristics are evaluated, especially concerning hypo-
thetical and real incidents. The surface roughness defines the resistance to the flow in the terrain and is helpful in cali-
brating the hydrodynamic models. Moreover, the time step defines the time intervals for the numerical discretization of
underlying equations of the hydrodynamic models, which affects model stability and efficiency. These two essential
parameters are critically evaluated in relevance to the existing literature. In addition, the use of calibration and valida-
tion of the model to further improve the accuracy by reducing the uncertainty of model prediction for a non-idealized
environment (Lavoie & Mahdi, 2017; Macchione et al., 2016; Nkwunonwo et al., 2020; Ongdas et al., 2020) are investi-
gated with the challenges and prospects for the future of dam breach flood modeling.

Thus, extending the aforementioned works, the paper systematically analyses the research in the last decade as
presented in the peer-reviewed scientific literature, which particularly addresses new concepts in the context of state-of-
the-art dam breach flood routing techniques and required data. Furthermore, this paper evaluates their applications,
limitations, and validity which would facilitate the interested parties to choose the best approach to accomplish their
requirement balancing the demands against model complexity, site characteristics, budgetary constraints and data
requirements. The current review is organized in the following sections. The terrain datasets that can be used for dam
breach modeling are first evaluated. The meshing techniques and subgrid models are then presented along with local
mesh refinement. The boundary conditions that are used in dam breach studies are then evaluated. Techniques used in
denoting surface roughness are analyzed before the evaluation of the time step in the next section. Next, the elimination
of uncertainty through calibration is discussed. Finally, conclusions are drawn by summarizing key findings.

2 | TERRAIN DATA

Terrain surface on which the dam breach flood flows has to be accurate or closely represent the real domain in order to
produce reliable model predictions closer to the exact situation. In 1D models, cross-sections generated from different
topographic maps are used, whereas 2D models use a Digital Elevation Model (DEM) which is a 3D digital representa-
tion of the terrain surface in a gridded format where each pixel value corresponds to a height above a datum (Figure 2).
DEM is an umbrella term to describe two types; DTM and DSM, where Digital Terrain Model (DTM) represents the
bare earth and Digital Surface Model (DSM) represents the top elevation of buildings, canopy (vegetation) and water
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surface. The terrain datasets that are used in dam breach studies are available in formats of DTMs or DSMs. Psomiadis
et al. (2021) have compared a high-resolution DSM obtained from aerial images and DEM obtained from orthophoto
images in a dam breach study. It has shown considerable deviations between the results as high resolution DSM has
captured surface relief and the existing natural obstacles accurately, which affects the flood routing significantly.
However, anthropogenic elements such as houses, embankments, buildings and the natural vegetation represented in
the DSM may be destroyed and drift away depending on the capability for flood resistance (Latrubesse et al., 2020).
Furthermore, due to the presence of artificial structures on the terrain, there can be irrational peaks and depressions on
the surface which creates nonphysical pools of water. Besides, with the change of 2D geometries of DSM during wave
propagation, the use of DTM might be more reliable. Moreover, DTM utilizes lower computational power to store and
process the data compared to DSM (Psomiadis et al., 2021). Therefore, further research must be conducted on the suit-
ability of DSM and DTM for dam break flood modeling specially for an urban area because dam break floods are char-
acterized by higher hydraulic energy than normal run-off floods due to precipitation.

Digitized maps from the existing maps drawn based on geographic surveys have been used in most of the
recalculation of major dam disasters as those were the only available terrain datasets for the study area at the time
(Alcrudo & Mulet, 2007; Belikov, & Vasil'eva, E. S., 2020; Hervouet & Petitjean, 1999; Valiani et al., 2002). Currently,
the existing geographic maps are combined with other high resolution terrain datasets (Belikov, & Vasil'eva,
E. S., 2020) developed from remote sensing methods (Figure 3) or the latter is used entirely. Remote sensing methods
are less time consuming from data collection to data release, can generally be current up-to-date and as well as less
expensive in some situations. In fact, the high-resolution datasets obtained from remote sensing have partly fueled the
use of fine-scale modeling and 2D modeling (Macchione et al., 2016).

Under laser scanning, an Airborne Light detection and ranging (LiDAR) survey can be used to develop DSM with
the elevation of above ground-features that return a signal to the laser pulse and subsequently has to be filtered to pro-
duce DTMs (Schubert et al., 2008). This has been first used for flood modeling studies as it provides high point density
and remarkable height precision well suited for capturing floodplains (Mandlburger et al., 2009). Due to the high reso-
lution of LiDAR, it has produced more accurate results and is now extensively used if available for the study areas

FIGURE 2 DEM of resolution of 1 m representing the topography of a part of Mahaweli basin in Sri Lanka obtained from the Survey

Department of Sri Lanka.

FIGURE 3 Methods of extraction of terrain data.
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(Gallegos et al., 2009; Urzic�a et al., 2021). In fact, LiDAR technology is not dependent on shadow conditions during the
data collection process and has higher precision and accuracy owing to its reduced vulnerability to scatter (Albu
et al., 2020). However, aerial LiDAR has difficulty detecting floodwater passages under urban structures such as sky-
train tracks or crosscutting alleyways and therefore suggested using with Structure from Motion (SfM) approach
(Meesuk et al., 2015). Thus, LIDAR requires specific technology and skill for collecting and preprocessing, thus can be
expensive to acquire and limited mainly to a handful of countries (Ali, 2016; Courty et al., 2019).

Furthermore, topography data created using Structure-from-Motion (SfM) photogrammetry using Unmanned Aerial
Vehicles (UAVs) is an emerging technology with a relatively lower cost than LiDAR. Here, aerial images are captured
with an overlap and cameras that capture visible light (red, green, and blue; RGB) is used despite having limited spec-
tral resolution. Such dataset has been used in the dam breach study of Psomiadis et al. (2021) and in dam removal stud-
ies (Evans et al., 2022). Furthermore, this might be a useful dataset in the creation of a 3D virtual environment for
communicating the dam breaks in the future, as discussed in Spero et al. (2022). However, this dataset is costly com-
pared to global datasets and requires special technology and skills to acquire the data.

On the other hand, Spaceborne Interferometric Synthetic Aperture Radar (InSAR), is the most common technique to
create global DEMs and the technology behind the widely used open-access global DEM, Shuttle Radar Topographic Mis-
sion (SRTM) (Farr et al., 2007; Rabus et al., 2003). SRTM has terrains of 1/3 arc second (10 m) which is available for the
USA and 1 arc second (30 m) and 3 arc seconds (90 m) which are available for most of the globe. Bhandari (2017) has used
1/3 arc second SRTM (10 m resolution) for the dam failure event of Big Bay dam located in Lamar county, Mississippi and
has shown satisfactory results. The latest SRTM DEM of 1 arc second (30 m) can be downloaded for free of charge from the
United States Geological Survey (USGS) Earth Explorer website (was made available after 2015), making it the most accu-
rate and frequently used topographic data (Kim & Sanders, 2016; Patel et al., 2017). Kim and Sanders (2016) stated that the
selection of SRTM must be done considering the topography and spatial scale of both the river channel and the floodplain.
Because in that dam breach study where the flood width of the study was on the order of 1 km, raw SRTM data has not
been helpful and has shown a 20% under prediction of flood extent. Therefore, SRTM is more suggested for larger areas and
high magnitude floods. Moreover, canopies of dense forests are detected by radar in SRTM. Hence, it requires supplemen-
tary processing based on in-field data, especially in areas with different vegetation density values which earlier possessed
low vertical accuracy (Albu et al., 2020; Álvarez et al., 2017). Therefore, new topographic datasets based on SRTM data are
developed by eliminating the drawbacks. For example, O'Loughlin et al. (2016) have developed a global Bare-Earth DEM by
correcting the vegetation bias in the original SRTM which has a resolution of 90 m.

TanDEM-X DEM (TerraSAR-X add-on for Digital Elevation Measurement) is the other dataset that used InSAR
(SAR X Band) and produced DEM with the resolution of 12 m (0.4 arc second—commercial product), 30 and 90 m
(Grohmann, 2018; Krieger et al., 2007). In TanDEM-X DEMs, data have been acquired using two SAR satellite images
(bi-static acquisition mode) simultaneously with short along-track baselines. TanDEM-X DEM has been used for ice
dam breach modeling studies (Scapozza et al., 2019) and for flood modeling studies (McClean et al., 2020), but not yet
in a dam breach modeling study, according to the author's knowledge.

DEM developed from Advanced Space-borne Thermal Emission and Reflection Radiometers (ASTER) and
Advanced Land Observing Satellite (ALOS World 3D-30 m) (AW3D30) are global datasets that are developed using
optical satellite images. However, due to the lower accuracy or higher terrain errors of ASTER DEM compared to SRTM
DEM, it has not been used frequently for flood modeling studies (Courty et al., 2019; Farooq et al., 2019). ALOS World
3D-30 m (AW3D30) (Tadono et al., 2014) was released in May 2016 by the Japan Aerospace eXploration Agency
(JAXA). This dataset is created using the images of the PRISM panchromatic stereo mapping sensor taken between
2006 and 2011. In fact, AW3D30 has been derived from the commercially available 5 m DEM (AW3D DEM), which can
be either obtained as a DTM or a DSM. Courty et al. (2019) have compared the performance of ASTER, SRTM and
AW3D30 in two catchments and AW3D30 has performed better than SRTM and ASTER in representing the terrain,
especially in steep slopes. However, ALOS World 3D-30 m has not been extensively used in dam-break flood modeling
studies. Nevertheless, a new version (i.e., version 3.2) was released in 2021 and this new version will be influential in
developing better dam breach models in the future.

Multi-Error-Removed Improved-Terrain (MERIT) DEM (Yamazaki et al., 2017; Yamazaki et al., 2019) is another
global dataset developed based on SRTM DEM, AW3D30 DEM. It has been corrected and adjusted according to hydro-
logic and hydraulic features with removal of vegetation canopy having the highest vertical accuracy out of the global
datasets (Latrubesse et al., 2020; Yudianto et al., 2021). Latrubesse et al. (2020) have utilized MERIT DEM to identify
the shorelines of the reservoir for the dam breach model, while Yudianto et al. (2021) have utilized it to create dam
breach hazard maps in data sparse regions.
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The use of globally available topographic data becomes a viable alternative with necessary corrections and accuracy
assessments in the absence of other topographic data, such as in the dam breach studies of Álvarez et al. (2017) and
Yudianto et al. (2021). Overall, most of the global datasets (Table 1) have World Geodetic System- 1984(WGS84) as the
horizontal coordinate system. The common vertical reference system has been the Earth Gravitational Model 1996
(EGM96 GEOID) based on the ellipsoid specified by WGS84 except for TanDEM-X DEM. The vertical resolution is
expressed in many formats such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and linear error at
90% confidence level (LE90) which defines the uncertainty in the height of a pixel for a reference height caused by ran-
dom and uncorrected systematic errors. In conclusion, the use of the highest resolution topographic dataset is more
advisable if it is available for the dam breach study area considering the budgetary requirement and intended use. How-
ever, the contribution from global datasets in providing terrain data with good accuracy cannot be neglected.

3 | MESH DEVELOPMENT

After the introduction of terrain, the boundary of the presumed flood domain has to be added to the model. This flood
domain will be represented as a series of cross-sections along a channel profile in a 1D model or as a mesh in the
domain of a 2D model (Figure 4). At first, the delineation of the domain for a hypothetical dam breach can be challeng-
ing as the flood extents are unknown. Hence, it is suggested to define a domain based on engineering judgment and to
conduct a preliminary flood simulation with a coarser extent. Afterward, mesh refinement can be iterated to the wetted
portions of the domain to achieve convergence (Begnudelli & Sanders, 2007; Gallegos et al., 2009).

In Pilotti et al. (2014), 1D models have been used to analyze dam break wave propagation and the effect of cross sec-
tions with different cross-sectional spacing has been investigated for a 16 km long river stretch. Models with four

TABLE 1 Summary of global datasets used for dam breach modeling studies in which DSM is denoted with ‡ and the datasets which

have both DSM and DTM is denoted in • and commercial software is denoted with *.

Dataset
DTM/
DSM Coverage Link for the datasets

Horizontal
resolution
(m)

Vertical resolution
(m) and reference
system

SRTM DEM ‡ 56� S–60� N Earth explorer website (https://earthexplorer.usgs.
gov/)

30,90 6 (MAE) WGS84
(EGM96 GEOID)

ALOS World
3D-30 m
(AW3D30)

‡ 82� S–82� N ALOS Research and Application Project website
(https://www.eorc.jaxa.jp/ALOS/en/aw3d30/data/
index.htm)

30 4.4 (RMSE)
WGS84 (EGM96
GEOID)

ALOS World
3D-5 m
(AW3D)

• 82� S–82� N AW3D Website (https://www.aw3d.jp/en/) 5* 2.7 (RMSE) WGS84
(EGM96 GEOID)

TanDEM-X
DEM

‡ Entire
earth

TanDEM science service system (https://tandemx-
science.dlr.de)

12*, 30, 90 10 (LE90)
WGS84-G1150

MERIT DEM DTM 60� S–90� N MERIT DEM Website (http://hydro.iis.u-tokyo.ac.
jp/�yamadai/MERIT_DEM/)

90 5 (LE90) WGS84
(EGM96 GEOID)

FIGURE 4 Categories of meshing.
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different resolutions with mean spacing 130, 24.4, 12.2, and 3.3 m (the number of cross-sections are 125, 667, 1332 and
4987 respectively) derived from 30 m resolution DEM have been compared. The results have shown that flood hydro-
graphs from all the models converged to the results of mean spacing of 12.2 m. This result implies that lowering the
mesh size (3.3 m mean spacing in this case) beyond a specific mesh size (12.2 m mean spacing in this case) has no spe-
cific contribution to improving model accuracy. In addition, it shows that coarse resolution smoothens the bed irregu-
larities, causing a faster flood arrival time for a dam breach. This implies the effect of fine mesh on the final results in
1D models and the importance of selecting an optimum mesh size.

In a 2D model, a mesh will be created by discretizing the space to small geometrically simple elements. The selec-
tion of optimum mesh resolution can be seen among structured grids, whereas site-specific mesh refinement can be
seen in unstructured grids (Kim et al., 2014). The ability of unstructured mesh to provide local mesh refinement where
needed leads to improved accuracy for a given computational cost compared to structured mesh (Lakhlifi et al., 2018).
The structured meshes will be beneficial due to the smaller model setup time and in the absence of additional data for
large-scale simulations (Shustikova et al., 2019).

In the 2D dam breach study of Albu et al. (2020), different cell sizes were analyzed, starting from square grids of
30 m for an area of 943 km2 and reducing with 5 m decrements up to a mesh cell size of 1 � 1 m2. Here, 20 � 20 m2

mesh cell size was found to be optimum in which the accuracy does not significantly change but with a reasonable
computational time. Hence, the cell size of 19 m which was slightly below the threshold, was selected as the model
mesh size. Similarly, in the dam breach study of Pilotti et al. (2020), where the mesh sizes of 60, 30, 20, and 15 m were
analyzed for a 15 km distance of river stretch, it shows that 20 m cell size has the most reasonable accuracy and the
computational time. In fact, the wave arrival time and the peak discharge were almost insensitive to the average mesh
sizes less than 30 m which includes mesh sizes of 20 and 15 m. Furthermore, both mesh sizes of 20 and 15 m produced
similar results and were in good agreement with experimental results. However, modeling with fine-structured mesh
(15 m) has taken a longer computational time of about 2.5 times greater than that of the 20 m.

In conclusion, using an optimum resolution in cross-sections and in the mesh is significant, and simulations must
be planned considering the sought numerical precision, stability, run-time execution costs, resolution of available
topography data and budgetary constraints.

3.1 | Approaches in the refinement of the mesh

When significant structures such as river banks, roads and buildings are present, the obstructions and depressions affect
the flow pattern or propagation. Hence, in order to capture their effect, the mesh has been refined by aligning and
inserting cells accordingly in an unstructured grid (Gallegos et al., 2009; Wang et al., 2020). In other words, small ele-
ments may be used in areas where more details are desired, and larger elements are used where fewer details are
needed, optimizing information for a given amount of computational time.

Some software such as SOBEK and HEC RAS have nested grids in which a fine mesh known as child mesh can be
within another mesh (parent mesh). In this method, more cells with small sizes are placed along critical terrain while a
higher mesh resolution exists in homogeneous areas, making it possible to vary the grid size. However, this would cre-
ate problems related to stability as a small-time step has to be used for the entire domain satisfying the Courant condi-
tion (section 6.0). In fact, mesh refinement has been significant in urban flood modeling studies (Schubert et al., 2008)
and in dam breach studies. The researchers have utilized smaller mesh near the dam area and flood path while placing
larger mesh sizes where significant local surface variances are not observed mainly to reduce the computational time
and achieve sufficient accuracy (Álvarez et al., 2017).

Another approach that can be used is Adaptive Mesh Refinement (AMR, locally nested static mesh method or tem-
poral refinement (Baeza & Mulet, 2006), which provides greater accuracy and does not demand excessive computa-
tional resources. AMR typically uses element subdivision (Figure 5), where a set of coarse mesh patches covers the
whole domain. The sub-division of groups of coarse cells is repeated, such that grids at different resolution levels coex-
ist. Each mesh patch can be viewed in isolation and can be integrated independently and confined for a small part of
the domain, so the time step used at the coarse grid will not be restricted (Baeza & Mulet, 2006). With adaptive meshes,
a high resolution is automatically obtained in regions where the gradients of the water depth are steep, such as the
moving fronts with higher accuracy (Lakhlifi et al., 2018).

Garcia and Popiolek (2014) and Lakhlifi et al. (2018) have used an adaptive triangular mesh to model the dam break
flood flow path and have achieved a high precision solution at a low computational cost. Lakhlifi et al. (2018) have
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shown that adaptive mesh has saved more than 70% of CPU time compared to a refined model in the domain, which
has used a total CPU time of 1534 s. Thus, mesh refinement, especially in the area near the vicinity of the dam, can be
used to improve the model performance in dam breach studies.

The necessity to analyze the interaction of the flow with other man-made elements, such as bridges or flood barriers as
the piers, is highlighted as it might provoke backwater effects. This might create significant variations in water elevation on
the cross-section together with variability of flow properties within the cross section (Costabile et al., 2015). Macchione
et al. (2016) have studied the effects of bridges and found that the maximum difference in the computation of water surface
elevations between the models with and without bridges is less than 1 m (i.e., 0.81 m) and it is only a local effect which has
occurred just upstream of the Roadway Bridge. Thus the study concluded that bridges have a limited influence on that par-
ticular dam breach flood flow, likely due to the limited narrowing induced by piers located in the riverbed. Furthermore,
the effect of bridges and infrastructure are not considered in most dam breach studies may be due to the limited effect it
has on the dam breach flood flow and as it is impractical to model every bridge and culvert in a larger domain given the
unavailability of data on bridges (Ahmadian et al., 2018). However, the inclusion of the effect of bridges has to be consid-
ered by carefully evaluating the characteristics of the study area and the magnitude of the dam break event.

3.2 | Sub-grid bathymetry

Another approach to further increase the accuracy without further increasing the computational time is to use a sub-
grid model in which coarser grids will automatically obtain fine scale details within a 2D cell in the underlying terrain
and the simulation can be run for coarser mesh sizes (Figure 6) (Dasallas et al., 2019; Ongdas et al., 2020;

FIGURE 5 Sub-division of coarser cells in adaptive mesh refinement.

FIGURE 6 Representation of terrain using the base model and subgrid model.
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Pilotti et al., 2020). During a preprocessing step, hydraulic radius, volume and cross-sectional data are collected for each
mesh cell using the finer resolution data and stored in property tables. Software such as HEC-RAS, TuFLOW, possess
sub-grid bathymetry features and this technique can be used to improve computational efficiency. Shustikova et al.
(2019) analyzed the effect of a 25 � 25 m2 grid with information of a 1 �1 m2 terrain resolution. For the comparison
model, a 25 � 25 m2 grid with information of a 25 �25 m2 terrain resolution model was developed. In here, the terrain
resolution was manually altered to match the mesh size. Similarly, models of 50 and 100 m grids were developed for
both cases. The models with subgrid bathymetry have shown better predictions of inundation boundary, whereas the
other models have produced plausible results in flood depth. However, the computational time is higher for the subgrid
models in which a subgrid model of 100 m is takes four times of computational time than that of the model with 100 m
mesh size with the 100 m terrain resolution.

In summary, mesh size plays a significant role in achieving accurate results for a reasonable computational time
and therefore, special attention has to be paid in the selection of an optimum size.

4 | BOUNDARY CONDITIONS

According to Chow et al. (1998), flood routing is defined as the procedure to determine the time and magnitude of flood
hydrographs at a point on a watercourse from known hydrographs at one or more points upstream. Hence, boundary
conditions are utilized to define the inflow and outflow of the model for all model geometries. There are three main
types of boundary conditions as shown in Figure 7. These can be assigned based on the historical data for recalculation
of disasters or probability of natural disasters leading to modeling of hypothetical dam breaks.

Researchers have mainly used flow hydrographs based on experimental studies, real dam breach measurements or
other dam break models and equations to denote the dam breach flood wave calculated based on reservoir water levels,
as the upstream boundary conditions when developing models. Pilotti et al. (2014) and Pilotti et al. (2020) have com-
pared the capabilities of different numerical models and have modeled the upstream boundary conditions of 1D and 2D
simulation of Cancano dam failure by using a measured discharge hydrograph from an experimental study of the hypo-
thetical Cancano dam breach conducted by De Marchi, (1945). De Marchi, (1945) created a physical model of 1:500
scale built in Froude similitude for the upper part of the valley and has provided discharge hydrographs that serve as
validation test cases for numerical models. Moreover, Palu and Julien (2020) have used the dam breach flow hydro-
graph from the real dam break of Fundão Dam recorded by the National Water Agency in Brazil as the upstream
boundary condition. This study has focused on testing and developing the 1D algorithms in a dam breach study.

For hypothetical dam breach failures or in the absence of real dam breach data or experimental data, upstream dam
breach hydrographs must be generated. Mainly there are four methods to obtain the breach parameters and to estimate
the dam breach flow which will highly influence the hydraulic model predictions. The analogy method in which com-
parative analysis is carried out with a similar dam that has been breached (Říha et al., 2020) and guidelines from differ-
ent authorities that provide conservative upper bounds of breach parameters which are suitable in the framework of a
deterministic risk analysis (Salt, 2019) are the first two methods. The other methods are the regression based methods

FIGURE 7 Categories of boundary conditions.
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which are prediction formulae based on statistical regressions obtained from a database of reported dam breach failures
(Ahmadisharaf et al., 2016; Tedla et al., 2021) and physically-based simulation models calculating the erosion process to
define the breach configuration and the breach flow estimations (Zhong et al., 2016). Bricker et al. (2017) have used
BREACH, a physically based dam breach model based on the geometry and geotechnical properties of the dam to gen-
erate the upstream hydrograph at the landslide location in the 1D model. In fact, Říha et al. (2020) have performed a
Monte Carlo sampling procedure to define the optimum dam breach parameters, such as geometrical and geotechnical
properties of dams and reservoir levels, which was then used in models to derive the hydrographs with the highest peak
outflow. Thus derived outflows have been compared with other real dam breach incidents and empirical equations for
further verification. As the upstream boundary conditions, the dam breach flood hydrograph for the worst-case scenario
has been used near the dam and hydrological flood hydrograph at the local streams has been used for the 2D
simulation.

In all the methods uncertainties affecting the predictions remain high and they are mainly based on dam geometry,
construction materials and reservoir levels rather than the probabilistic occurrence of the natural hazards
(Froehlich, 2008; Říha et al., 2020). Hence it is necessary to investigate the dam break configurations for different prob-
abilities of natural disasters such as rainfall, earthquakes and landslides to reservoirs. However, in this paper the deriva-
tion of dam breach parameters or breach flow will not be discussed for the sake of brevity.

To define the outflow of water from the model (downstream boundary condition), normal depth can be used in
addition to flow and stage hydrographs which are observed at gauging stations. In fact, normal depth is widely used for
hypothetical dam breach failures as the exact flood conditions downstream are unknown and observed data are
unavailable for real dam breaks while assuming the flow to be a normal flow (Bellos, Tsakiris, et al., 2020; Grover
et al., 2013; Haltas, Elçi, & Tayfur, 2016; Palu & Julien, 2020). Normal depth is the depth of flow in a channel when the
slope of the water surface and channel bottom is the same and the water depth remains constant. The friction slope has
to be determined to input into normal depth calculation, and it is mostly taken as the average channel bottom slope
from the topography (Haltas, Elçi, & Tayfur, 2016; Pilotti et al., 2014). Bellos, Tsakiris, et al. (2020) have done a model
simulation for a hypothetical dam failure, assuming the friction slope as the average bottom slope of the stream, which
is 0.02.

Alcrudo and Mulet (2007) and Macchione et al. (2016) have stated that the implementation of boundary conditions
in a computational model plays an important role in the outcome of the simulation. This is due to the fact that if a
downstream boundary condition is placed closer to the region of interest, boundary treatment is more noticeable
(Alcrudo & Mulet, 2007). In other terms, the cells defining the boundary cells in a study area have to be located far from
the point of interest, which might be the last observation of the watermark or a gauging station in order to eliminate
the influence of the boundary condition on the results. Bricker et al. (2017) have used the normal depth far enough to
be inconsequential with a slope of 0.007 in the 1D model.

The other boundary conditions are wind, evaporation, infiltration and precipitation and in new modeling software,
the 2D variation of these parameters are calculated for the whole study area. In most dam breach studies, the effect of
wind has not been taken into account, which might be due to the negligible effect of wind on the turbulent nature
of dam breach flood flow. Moreover, the effect of evaporation and infiltration is assumed to be small and neglected,
which is justified in cases where dams are overtopped by extreme rainfall events (Albu et al., 2020; Kim &
Sanders, 2016; Patel et al., 2017; Tedla et al., 2021).

Dam breach studies have been conducted on the basis of wet day failures (Tedla et al., 2021) or sunny day failures
where no rainfall is concerned (Álvarez et al., 2017; Salt, 2019). In Tedla et al. (2021), the precipitation data has been
used for the generation of peak inflow hydrographs using HEC-HMS models and it has been used to simulate inflows
to the dam. In some models, initial conditions have been input representing the water surface levels within the model-
ing area, taken at the beginning of the calculation (Kidyaeva et al., 2017). However, the choice of using an initial condi-
tion lies with the modeler.

5 | SURFACE ROUGHNESS

Surface roughness determines the frictional force exerted on the flood wave during propagation which is included in
the shallow water equations (Cannata & Marzocchi, 2012). It is denoted by Manning's values based on the land cover,
land use and vegetation density (Chow, 1959) and is considered a fundamental source of uncertainty (Yochum
et al., 2008). Moreover, roughness coefficients are sensitive both to model geometry (1D and 2D models) and mesh

10 of 20 PERAMUNA ET AL.

 20491948, 2024, 2, D
ow

nloaded from
 https://w

ires.onlinelibrary.w
iley.com

/doi/10.1002/w
at2.1688 by U

niversity O
f L

ife Sciences, W
iley O

nline L
ibrary on [22/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



discretization (Pappenberger et al., 2005). Bornschein (2018) has shown that arrival time has been significantly affected
by the roughness coefficient for a flood path of 25 km. Here, the flood wave is delayed by 26 min if a very rough surface
is used for the flood path and the arrival time is 16 min shorter for a very smooth surface flood path. Furthermore, the
difference between the flood arrival times in both surfaces tends to be very small during the first 4 km of the flood path.
Hence the study concluded that the longer the propagation path the higher the uncertainty in flood wave arrival time
due to uncertainties in Manning's n determination.

Earlier, a spatially uniform value of roughness coefficient has been used for the entire model domain upon calibra-
tion (Begnudelli & Sanders, 2007; Hervouet & Petitjean, 1999; Vacondio et al., 2016; Valiani et al., 2002). Begnudelli
and Sanders (2007) have used a uniform value in the range of 0.02 –0.03 m�1/3 s which agrees with the study area,
Southern California, which has sparse vegetation regions. Here, it is shown that upon calibration, the flooded area can
be predicted within 4% and travel times can be predicted within 10% by adjusting a uniformly distributed Manning
coefficient within reasonable limits. The study also suggests that more accuracy can be attained using spatially varying
coefficients.

On the other hand, spatially distributed Manning's coefficient was assigned to each cell in accordance with a simple
land cover classification (Figure 8) which is most suited for urban dam breach flood modeling (Gallegos et al., 2009;
Marangoz & Anilan, 2022; Psomiadis et al., 2021; Sattar et al., 2019). Gallegos et al. (2009) have assigned Manning n
values of 0.014, 0.016, 0.013, 0.30, and 0.050 m�1/3 s to roads, channels, reservoirs, developed parcels with buildings,
and vegetated open space, respectively based on manual land cover classifications. The higher Manning value for devel-
oped parcels with buildings has been selected based on expected flow obstruction as recommended by the United States
Army Corps of Engineers (1981). When the model with spatially distributed Manning's coefficient was compared with
the model of uniform Manning's coefficient (0.2 m�1/3 s) for the domain, the former showed better predictions of peak
flow and flood travel time, showing the necessity of distributed resistance parameters. Similarly, Bosa and Petti (2013)
have used spatially varied coefficients and higher roughness especially in urban area to represent the flow resistance of
the buildings.

Although the use of very detailed variations of the roughness values along each cross-section is allowed in 1D simu-
lations, this is not recommended. The reason is that this can create problems in unsteady models, as abrupt changes of
the roughness values can cause the model to become unstable. Hence in Grover et al. (2013), uniform Manning's
n values were assigned for the overbanks (n = 0.08 m�1/3 s) and the main channel (n = 0.035 m�1/3 s). In the study of

FIGURE 8 Spatially distributed roughness coefficients based on land use land cover maps for a basin.
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Vacondio et al. (2016), where urban and rural areas exist in the terrain, flow characteristics have not shown consider-
able sensitivity to the roughness coefficient in rural areas. In contrast, flow characteristics have been greatly influenced
by the roughness coefficient for urban areas.

Shustikova et al. (2020), Albu et al. (2020) and Tedla et al. (2021), have used uniform roughness coefficients for
channel bed and floodplain based on Chow's recommendation (Chow, 1959) to reduce the number of uncertain vari-
ables. However, as stated by Shustikova et al. (2020), the roughness coefficient has to be carefully selected as lower
values near the dam might make the numerical models unstable. In contrast, Latrubesse et al. (2020) have shown that
the influence of Manning's coefficient on water flow is negligible because of the high kinetic energy of the floodwaters,
which makes frictional losses negligible in a dam breach flood flow. Although this is true near the dam in which the
flood flow is governed by the reservoir pressure level or the depth of impounded water in the initial hydraulic flow
regimes, later in the floodplain, the dam breach flow is governed by friction which is also influenced due to the increase
of wetted perimeter (Carrivick et al., 2011; Sarchani & Koutroulis, 2022).

Generally, the calibration of the models is performed by varying floodplain roughness coefficients in order to repro-
duce the actual phenomenon (Pilotti et al., 2020; Shustikova et al., 2019). In Kim and Sanders (2016), the calibration of
the roughness coefficient reduces the flood height RMSE to 0.33 m, which is close to the estimated uncertainty in flood
height measurements (0.2 m) and RMSE of the best available topographic data (0.2 m). Furthermore, the roughness
coefficient has been used to compensate for geometrical uncertainty to a certain degree which results from complex ter-
rain features in a flood plain or river geometry that affects flood propagation (Cao et al., 2014) or to account for a high
level of turbulence of the outflow from the dam breach which facilitate model's stability (Asnaashari et al., 2014). On
that account, in some studies, the effect of such varying complex terrain features, meanders and secondary flows have
been practically incorporated by utilizing an increment of roughness coefficients in the terrain (Bornschein, 2018; Cao
et al., 2014).

In contrast, the roughness of the surface or the floodplain will be changed as rough elements and obstacles might
wash away, making the water flow path smoother during the flow of dam break flood (Latrubesse et al., 2020).
However, no studies were found to utilize the change of roughness during the simulation of dam breach flood wave prop-
agation which will be highly beneficial in urban dam breach flood modeling. On the other hand, dam break floods are
highly energetic volumes of water with sediment flow and relatively coarse sediments may be transported as suspended
loads (Alcrudo & Mulet, 2007; Carrivick et al., 2011; Swartenbroekx et al., 2013). In fact, some of the dam break models
have not considered sediments or mobile beds (pure water or clear dam break flows) (Pilotti et al., 2014) due to the ideali-
zation of only the presence and co-existence of varying hydraulic flow regimes with neglecting the insignificant effect of
debris flow due to strong dilution by huge volume of water (Pilotti et al., 2011), absence of field measurements for verifica-
tion (Carrivick et al., 2011), and due to uncertainty of floodplain sediment characteristics and modeling. This latter fact is
seen in the dam break studies with mobile beds, where the soil is assumed as uniform and of the same diameter (Cao
et al., 2014) or mobile beds are presented as double layer averaged models (Li et al., 2013). However, these techniques and
formulations for sediment exchange in flow and bed will not be discussed in the paper for brevity.

6 | TIME STEP

The time step of the model has a higher influence on the total computational time as it denotes the time taken by the
fluid to pass a cell (Lavoie & Mahdi, 2017; Ozmen-Cagatay et al., 2022). Large time steps would cause numerical diffu-
sion and model instability in addition to attenuation of peak, whereas very small time steps would yield more computa-
tional time and possible model instability (Gaagai et al., 2022; Haltas, Tayfur, & Elci, 2016; Tedla et al., 2021). Hence,
the convergence of the time step would be beneficial to increase the model performance which is best if it is small
enough to let the flood water cross only one grid cell during the time step period. Hervouet and Petitjean (1999) used a
time step of 0.5 s with a run of 8000 steps for the Malpasset dam breach and compared it with a time step of 1 s which
showed an increase of 25% in flood arrival time.

In fact, both fixed time steps and variable time steps limited by a Courant–Friedrichs–Lewy (CFL) constraint can be
used in dam breach modeling (Soares-Frazão et al., 2012). Variable time steps primarily improve stability and reduce
computational time and this feature is enabled in software such as TELEMAC-2D, HEC RAS for 2D models (Grover
et al., 2013) as well as in 3D models (FLOW-3D). In here, the time step is automatically adjusted by respecting the
Courant–Friedrichs–Lewy (CFL) stability criterion (Ozmen-Cagatay et al., 2022). Pilotti et al. (2020) used a variable
time step for the 2D model to advance the simulation in time.
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The time step is related to the mesh size and flood wave speed that can be derived from the Courant–Friedrichs–
Lewy condition (Bellos & Sakkas, 1987; Courant et al., 1967):

C¼VΔt
Δx

ð1Þ

where, C = Courant number (dimensionless), Δt = time step, Δx = grid cell size and V = flood wave velocity.
A Courant number less than or equal to one is recommended for model stability (Asnaashari et al., 2014; Vacondio

et al., 2016). The typical time steps for dam break simulations are recommended to be in the range between 1 and 60 s
(Brunner, 2020). Albu et al. (2020) have conducted dam break simulations with different dam break sizes such that each
dam break simulation is observed for 20 h. Hence, in order to computationally optimize the modeling process, first sim-
ulations with an arbitrary time step of 30 s have been conducted for dam breach sizes of 1%, 10%, and 100% and for the
same mesh size of 19 m (discussed in Section 3). This was carried out in order to identify the average water velocity for
different dam breach scenarios. Subsequently, an average water velocity was extracted for these dam breach sizes and
multiplied by 1.5 (Brunner, 2020) to identify the flood wave speed. Next, Courant values have been obtained by incorpo-
rating thus calculated wave speeds with the mesh cell size of 19 m and arbitrary time step values of 10, 20, and 30 s.
The time step which resulted in a Courant value lower than 1 was chosen for simulations such that 10 s has been used
for 100% breach size, 20 s for breach sizes from 5% to 90% and 30 s for 1% breach size. Moreover, for the historical
model simulation in the levee breach study of Shustikova et al. (2020), a computational time step of 5 s has been used
for the 100 h event simulation. In this model, the mesh size is 25 m and simulated approximately for a 50 km2 flood-
plain. The dam breach studies that focused on verifying different numerical schemes using both model and experimen-
tal flows in the near vicinity of dams have used smaller time steps of less than 1 s for simulation. Cannata and
Marzocchi (2012) have run the simulations for 8 s with a time step is 0.01 s. Here, the computational domain is a square
of 200 m and a cell size of 5 m. The research intention was to find the capability of a particular numerical scheme in
modeling dam breaks. Bricker et al. (2017) have used a time step of 0.01 s to validate the Delft-FLOW model using the
recorded data of the Malpasset dam breach in Hervouet and Petitjean (1999) for mesh sizes between 20 and 7.5 m.
Therefore, in conclusion, most of the dam breach studies have used smaller time steps considering the high velocity of
the dam break flood wave and smaller cell sizes used to propagate the flood in the domain. However, the time step has
to be chosen based on the engineering judgments considering the mesh size, total simulation time, flood velocity and
model characteristics such as dam break study area and model intentions.

7 | REDUCTION OF UNCERTAINTY THROUGH CALIBRATION AND
VALIDATION

Calibration is the method of post-processing a model to improve the probability estimate (Tedla et al., 2021) and valida-
tion verifies that the developed models accurately represent the real world situation. In calibration, the model perfor-
mance is checked using historical events or experimental data (Pilotti et al., 2020) and iterates the model until the
desired accuracy is achieved by refining the model parameters within the acceptable parameter bounds. Comparison of
model results with the recorded observations has to be done for several events during calibration. Thus, calibrated
model is validated using the recorded observations for another set of flood events. The data types for calibration and
validation can be identified as surveyed peak flood levels, maximum height gauges, water marks on buildings
and debris lines, continuous water level gauges, velocity gauging, anecdotal evidence and flood extent aerial imagery,
which can be derived from pictures, videos, satellite images and reports available on the Internet and through in situ
interviews (Azeez et al., 2020; Bricker et al., 2017; Vacondio et al., 2016). Hence, collecting and cataloguing these data
immediately after a dam breach event is preferred. According to Begnudelli and Sanders (2007) and Pilotti et al. (2011),
calibration was done mainly concerning the arrival time in several dam break inundation studies that considered actual
events. In some instances, data available after a dam breach, such as maximum water depths, watermarks, and extent
of flooded areas, will be adequate for calibration.

Calibration is not feasible for a hypothetical dam-break flood model in which the solutions are required before an
actual dam-break occurs. In addition, data might not be available in past dam breach events as catastrophic dam events
may not be frequent, and available data might not be complete or entirely accurate (Aureli et al., 2021) or virtually
absent when the measuring instruments and equipment are not prepared for extreme events (Farooq et al., 2019;
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Jančíkov�a & Unucka, 2015). Thus, to eliminate the parametric uncertainty, the results can be evaluated using experi-
mental data from physical models (Haltas, Elçi, & Tayfur, 2016; Pilotti et al., 2020) or by calibration and validation of
parameters for historical flood events in the same study area (Mhmood et al., 2022; Yudianto et al., 2021). In the latter,
the model is first calibrated for a flood model and then used for the dam breach study.

For hypothetical dam breaks, as no such real events are recorded, data on previous flood events would be beneficial
in model calibration. In Mhmood et al. (2022), the roughness coefficients of the model for the study area have been cali-
brated based on the flood in 1980 that happened in the same study area. Upon the calibration of Manning's values, the
water stages have been compared with observations for nearly 2 months (May 1, 2008 to June 30, 2008) to validate
the selected parameters. After that, the model was used to simulate hypothetical dam failure. Moreover, Shustikova
et al. (2020) tested the sensitivity of model parameters using an upstream hydrograph observed for a historical levee
breach simulation at a gauging station located 5.5 km upstream of the breach location before using it in the dam break
simulation.

On the other hand, physical models can be constructed to calibrate the numerical models and as well as to evaluate
the numerical results in hypothetical dam breach studies (Pilotti et al., 2020). In Álvarez et al. (2017), flow depth hydro-
graphs were compared in the physical model and FLO-2D model at eight locations and calibrated using roughness coef-
ficients. Upon calibration, peak flow depths and timing of the peak flow depths were in good agreement. However,
variation in the numerical and physical model results can be seen due to different drawbacks in physical models with
regard to the representation of the topography, the difference in scale and surface texture. In Pilotti et al. (2020), the
results of two hydrodynamic models, HEC RAS and TELEMAC2D, have been compared for a hypothetical collapse of
the Cancano I dam produced as a physical model by De Marchi (1945). The numerical results have shown a good agree-
ment with the physical model and the minor differences are attributed to the inability to reproduce the original
bathymetry.

In addition, studies have compared the results of different hydrodynamic models to estimate the accuracy of the
results by eliminating the uncertainty associated with the models. In Salt (2019), 2D hydraulic models have been devel-
oped from HEC-RAS and DSS-WISE LITE for a Rancho Cielito dam breach with similar terrain files, computational
grid and breach parameters. The results have been similar even though HEC RAS and DSS-WISE LITE have different
numerical schemes and computational methods.

8 | CONCLUSION

In conclusion, the review shows that high-resolution terrain data and smaller mesh will be required for terrains where
local surface variances are significant such as in mountainous regions. In addition, spatially varied mesh sizes and time
step can be optimized by iterations of model simulations to achieve sufficient accuracy and computational time. More-
over, the upstream boundary condition, which denotes the dam breach flood inflow to the model is significant in model
predictions. Furthermore, the spatially varied roughness coefficients can be selected based on the land cover and land
use which is subjected to change in the calibration process. In fact, all the parameters highlighted in this paper can be
utilized for analysis in various regions and will govern the accuracy of dam break flood wave propagation.

The datasets that can be used to represent topography show unlimited potential for improvements and the selection
of the appropriate dataset and the topographic surface (either DSM or DTM) depends on the terrain characteristics.
More research is encouraged on exploring the selection of DSM and DTM for dam break wave modeling. LiDAR data
has been an attractive option due to its highest resolution, at the expense of a higher cost. However, global datasets with
higher resolution will be a better alternative, especially for flat terrains in the data deficit regions. The use of the new
version of ALOS 3D-30 m DEM and TanDEM-X can be explored. The selection of the size, orientation and geometrical
characteristics of the grid element affects the accuracy and the speed of the computation and a smaller mesh is rec-
ommended in 2D modeling especially near the dam and along the river channel where local surface variations are sig-
nificant. Furthermore, boundary conditions can be selected based on the study area characteristics and data
availability. In fact, normal depth has been the widely used boundary condition in hypothetical dam break analysis.
The upstream boundary condition mainly depends on the model set up in which either the dam breach flow hydro-
graph is used or the dam breach parametric equations specified along with the reservoir water level. Moreover, the
model predictions can be efficiently used in risk analysis if the dam breach flow can be estimated on the probabilistic
analysis of natural disasters. In addition, the time step is directly connected to model stability and is ideal if it's con-
verged to let flood water cross only one grid cell during the time step. The roughness coefficients have been the main
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calibration parameter and the use of spatially varied coefficients is highly recommended. Furthermore, the change of
roughness during the propagation of high energetic dam break flow should be investigated for more realistic dam break
wave propagation modeling.

Model outputs or the predicted inundation depth, flood velocity, flooding extent and arrival of flood waves at loca-
tions where population and infrastructure are at risk in a hypothetical dam breach failure can be utilized to prepare
emergency action plans. Moreover, if real time hydraulic models which are calibrated and tested for real time hydraulic
inputs, can be operated in major dam control centres, the flood hazard and risk can be identified at a very early stage.
In order to optimize such models, the development of global high-resolution datasets which are more affordable for
developing countries will be highly beneficial. In addition, the use of 3D models in the simulation of dam break flood
flow would be more accurate along with the use of high-resolution data. New research must be focused on minimizing
the computational time and need for highly advanced computational resources. Particularly, the application of 3D vir-
tual reality environment to convey the catastrophe of dam disasters is ongoing research to improve citizen engagement
in risk aversion.

In summary, the selection of optimum parameters for the model is a main task for a researcher. It must be at the
discretion of the researcher, considering the site-specific characteristics, model purpose and budgetary and computa-
tional constraints. Furthermore, there has been vast recognition and improvements of the research work in dam break
flood inundation modeling due to its obvious usage and applications. On the other hand, the repercussions of dam
disasters can be very destructive if such sudden dam disasters are not considered and not prepared to avert the risk.
Hence, the hydraulic model predications will be used as a tool to support decision-making for emergency managers.
The paper presents the work of the scientific community according to the best of the author's knowledge at the time of
writing. New developments and ventures are currently being undertaken; on that account, it is better to be vigilant on
the new updates in the software and techniques. Hence, the researchers should always seek new ideas and opportuni-
ties that might aid in developing models as realistic as possible while keeping in mind the nonexistence of a perfect
model.
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Czech Republic. Water, 12(8), 2309. https://doi.org/10.3390/w12082309

Robb, D., & Vasquez, J. (2015). Numerical simulation of dam-break flows using depth-averaged hydrodynamic and three-dimensional CFD
models. Proceeding of Canadian Society for Civil Engineering 22nd Hydrotechnical Conference, 27–36.

Salt, D. V. (2019). A comparison of HEC-RAS and DSS-WISE Lite 2D hydraulic models for a rancho Cielito dam breach. [Master's thesis. Cali-
fornia State University].

Sarchani, S., & Koutroulis, A. G. (2022). Probabilistic dam breach flood modeling: The case of valsamiotis dam in crete. Natural Hazards,
114(2), 1763–1814. https://doi.org/10.1007/s11069-022-05446-0

Sattar, A., Goswami, A., & Kulkarni, A. V. (2019). Hydrodynamic moraine-breach modeling and outburst flood routing—A hazard assess-
ment of the south Lhonak lake, Sikkim. Sci Total Environ, 668, 362–378. https://doi.org/10.1016/j.scitotenv.2019.02.388

Scapozza, C., Ambrosi, C., Cannata, M., & Strozzi, T. (2019). Glacial lake outburst flood hazard assessment by satellite earth observation in
the Himalayas (Chomolhari area, Bhutan). Geographica Helvetica, 74(1), 125–139. https://doi.org/10.5194/gh-74-125-2019

Schubert, J. E., Sanders, B. F., Smith, M. J., & Wright, N. G. (2008). Unstructured mesh generation and landcover-based resistance for hydro-
dynamic modeling of urban flooding. Advances in Water Resources, 31(12), 1603–1621. https://doi.org/10.1016/j.advwatres.2008.07.012

Shigematsu, T., Liu, P. L.-F., & Oda, K. (2004). Numerical modeling of the initial stages of dam-break waves. Journal of Hydraulic Research,
42(2), 183–195. https://doi.org/10.1080/00221686.2004.9728381

Shustikova, I., Domeneghetti, A., Neal, J. C., Bates, P., & Castellarin, A. (2019). Comparing 2D capabilities of HEC-RAS and LISFLOOD-FP
on complex topography. Hydrological Sciences Journal, 64(14), 1769–1782. https://doi.org/10.1080/02626667.2019.1671982

Shustikova, I., Neal, J. C., Domeneghetti, A., Bates, P. D., Vorogushyn, S., & Castellarin, A. (2020). Levee breaching: A new extension to the
LISFLOOD-FP model. Water, 12(4), 942. https://doi.org/10.3390/w12040942

Soares-Frazão, S., Canelas, R., Cao, Z., Cea, L., Chaudhry, H. M., Die Moran, A., El Kadi, K., Ferreira, R., Cad�orniga, I. F., Gonzalez-
Ramirez, N., Greco, M., Huang, W., Imran, J., Le Coz, J., Marsooli, R., Paquier, A., Pender, G., Pontillo, M., Puertas, J., … Zech, Y.
(2012). Dam-break flows over mobile beds: Experiments and benchmark tests for numerical models. Journal of Hydraulic Research,
50(4), 364–375. https://doi.org/10.1080/00221686.2012.689682

Spero, H. R., Vazquez-Lopez, I., Miller, K., Joshaghani, R., Cutchin, S., & Enterkine, J. (2022). Drones, virtual reality, and modeling: Commu-
nicating catastrophic dam failure. International Journal of Digital Earth, 15(1), 585–605. https://doi.org/10.1080/17538947.2022.2041116

Swartenbroekx, C., Zech, Y., & Soares-Frazão, S. (2013). Two-dimensional two-layer shallow water model for dam break flows with signifi-
cant bed load transport. International Journal for Numerical Methods in Fluids, 73(5), 477–508. https://doi.org/10.1002/fld.3809

Tadono, T., Ishida, H., Oda, F., Naito, S., Minakawa, K., & Iwamoto, H. (2014). Precise global DEM generation by ALOS PRISM. ISPRS
Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, 2(4), 71–76. https://doi.org/10.5194/isprsannals-II-4-71-
2014

Tedla, M. G., Cho, Y., & Jun, K. (2021). Flood mapping from dam break due to peak inflow: A coupled rainfall–runoff and hydraulic models
approach. Hydrology, 8(2), 89. https://doi.org/10.3390/hydrology8020089
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